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Chapter Description

At the end of this topic , student should be able to:-

• Understand the concept of Neural Network and analyse given 

network using backpropagation algorithm.
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• 4.5 Simple ANN

• 4.6 Multilayer Neural Networks & 
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Simple ANN

4.5
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Simple Perceptron

http://slideplayer.com
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Learning: Classification
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Training algorithm


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Multilayer Neural Networks & Backpropagation Algorithm

4.6
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Multilayer neural networks

http://www.texample.net
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Back Propagation NN
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Step of Back Propagation Method

Weight is 
set up.

Input 
pattern is 
applied.

Output vs 
Target is 
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When does the training process stop?

Sum squared error for Output, Y is less than Input.

The smaller sum squared error, the better system performance. 

As indicator of the system



Expert System by 
N.M.A Ghani

More about back-propagation

Backpropagation Different solution for different weight and 
threshold.

Sign activation function for viewing decision 
boundaries.

Not suitable for biological neurons.

Expensive computation.

Training is slow.
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XOR PROBLEM
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Example of Examination question

Figure 1 below illustrates a multilayer Neural Network that has the input 
patterns of (0 1 1). 

Layer i Hidden 

Layer j

Layer k

Lk

k=1

W11= 0.1

j=1

W11= -0.4

W12= ˗0.2

W13= 0.3

0

1

1

θj= 0.1 θk= 0.2

Sigmoid Sigmoid

Figure 1: A Multilayer Neural Network
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Question Cont’d

i) Calculate the output value of Lk .

ii) Given tk = 0. From the value of Lk, calculate the 
following values at the first iteration by using Back 
Propagation algorithm.

–∆w11 and w11 (new) between output and 
hidden layer

–∆w11, ∆w12, ∆w13, and w11(new), w12(new), 
w13(new) between hidden layer and input layer.

– Illustrate the new Neural Network.
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Question Cont’d

The information for the Neural Networks configurations are as follows.
Given η = 0.4 and α = 0.1.
Back propagation is not required to be derived.
Sigmoid function; f(x) = (1+e-x)-1

f(x) = x
The error signals are as follows.

δk = Lk (1- Lk )( tk - Lk )
δj = Lj (1- Lj ) ∑k δk wkj
• Adaptions of weights are defined as below.

∆wkj( t + 1) = η δk Lj + α∆wkj( t )
∆wji( t + 1) = η δj Li + α∆wji( t )

[16 Marks]
• [CO2, P10, C4]

•
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Answer

(i) Calculation of 𝐿𝑘

 Hidden Layer (𝐿𝑗)

𝑦𝑗 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑  

𝑖=1

𝑛

𝑥𝑖 𝑝 × 𝑤𝑖𝑗 𝑝 − 𝜃𝑗

𝑦𝑗 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 𝑥1 ×𝑊11 + 𝑥2 ×𝑊12 + 𝑥3 ×𝑊13 − 𝜃𝑗

𝑦𝑗 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 0 × (−0.4) + 1 × −0.2 + 1 × 0.3 − 0.1

𝑦𝑗 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 0.1 − 0.1

𝑦𝑗 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 0

𝑦𝑗 𝑝 = 𝐿𝑗 =
1

1 + 𝑒−(0)
= 0.50
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Answer Cont’d

 Output layer

𝑦𝑘 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑  

𝑖=1

𝑛

𝑥𝑖 𝑝 × 𝑤𝑖𝑘 𝑝 − 𝜃𝑘

𝑦𝑘 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 𝑥1 ×𝑊11 − 𝜃𝑘

𝑦𝑘 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 0.50 × 0.1 − 0.2

𝑦𝑘 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 0.05 − 0.2

𝑦𝑘 𝑝 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 −0.15

𝑦𝑘 𝑝 = 𝐿𝑘= 0.46
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Answer Cont’d

(i) Using back propagation method and information 𝑡𝑘 = 0 and the 𝐿𝑘obtained 

from (i). 

 Calculation ∆w11 and w11 (new) between output and hidden layer

δk = Lk (1- Lk )( tk - Lk )

δk = 0.46 (1- 0.46 )(0 – 0.46 ) = -0.1143

∆𝑤11 𝑡 + 1 = η𝛿𝑘𝐿𝑗 + 𝛼∆𝑤11(𝑡)

∆𝑤11 ( t + 1) = (0.4)* (-0.1143)*(0.5) + (0.1)*(0)=-0.0229

𝑤11 ( t + 1) = 𝑤11 ( t ) + ∆𝑤11 ( t + 1) = (0.1) + (-0.0229) = 0.0771
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Answer Cont’d

δj = Lj (1- Lj ) 𝛿𝑘𝑤𝑘𝑗  

δj = 0.5 (1- 0.5 )(-0.1143*0.2) = - 0.0057 

 

∆𝑤𝑗𝑖 (𝑡 + 1) = 𝜂𝛿𝑗𝐿𝑖 + 𝛼∆𝑤𝑗𝑖 (𝑡)  

∆𝑤11(𝑡 + 1) = 𝜂𝛿𝑗𝐿1 + 𝛼∆𝑤11(𝑡) = 0.4 × −0.0057 × 0 + 0.1 × 0 = 0   

∆𝑤12(𝑡 + 1) = 𝜂𝛿𝑗𝐿2 + 𝛼∆𝑤12(𝑡) = 0.4 × −0.0057 × 1 + 0.1 × 0 = −2.28 × 10−3    

∆𝑤13(𝑡 + 1) = 𝜂𝛿𝑗𝐿3 + 𝛼∆𝑤13(𝑡) = 0.4 × −0.0057 × 1 + 0.1 × 0 = −2.28 × 10−3     

 

𝑤11(𝑡 + 1) = 𝑤11(𝑡) +  ∆𝑤11(𝑡 + 1) = −0.4 + 0 = −0.4      

𝑤12(𝑡 + 1) = 𝑤12(𝑡) +  ∆𝑤12(𝑡 + 1) = −0.2 − 2.28 × 10−3 = −0.2023   

𝑤13(𝑡 + 1) = 𝑤13(𝑡) +  ∆𝑤12(𝑡 + 1) = 0.3 − 2.28 × 10−3 = 0.2977  
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New Neural Network

Layer i Hidden Layer j Layer k

Lk

k=1

W11= 0.0771

j=1

W11= -0.4

W12= -0.2023

W13= 0.2977

0

1

1

θj= 0.1 θk= 0.2

Sigmoid Sigmoid

The new neural network
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