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ANN Models

Feed-forward networks
Radial basis function networks
Recurrent networks
Echo state networks
Hopfield networks
Competitive model
Self-organizing maps
ART model

Boltzmann machine
Committee of machines
Etc....

Expert System by
@ 0 b e N.M.A Ghani

Commun/f/smg Technology



Feed-forward Network

Y1 = X1W1 + XoW1 + X3W,

Y2 = XqWy + XoWy + X3W)

Y3 = XqW3 + XoW3 + X3W3
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Radial Basis Function Networks

_ 2
http://bio.felk.cvut.cz/biocmsms/index.php?page=neural-networks O'(C) =e ﬁc

 3layers

* Hidden layer : Radial basis activation
function (RBF)

e OQutput layer of linear summation unit(s).

* Only the tap weights between the hidden
layer and the output layer are modified
during training.
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Recurrent Networks

http://en.wikibooks.org/wiki/Artificial_Neural_Networks/Recurrent_Networks
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Echo State Networks
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Hopfield Networks

71 The oldest and simplest networks.

o1 It utilizes a network energy function.

y(}l—
o1 The activation function of a binary Hopfield | \
network is given by the signum function of a '
biased weighted sum: B
yi = sgn(¢; —6;) -1 tz<0,
sgn(z) =40 ifx=0,
1 ifz>0.

with (; and 0; are output of the layer and
threshold applied, respectively.
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Competitive Networks

http://en.wikibooks.org/wiki/Artificial_Neural_Networks/Competitive_Models
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ANN Learning

Application of ANN involves two
phases:

e Learning
e Recall

Learning

-ANN is trained
until the tasks has
learned.

For task solving
-Supervised

-Unsupervised
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ANN paradigm

ANN Learning Model Learning mode
algorithm

e Backpropagation. e Feedforward e Supervised

e Competitive e Feedback e Unsupervised
Learning

e ART

e Hopfield
e Kohonen
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Supervised Learning

Input
Patterns

Target

WM o W

Weights are ]I_;Il;[;(ghlgng the 1/0 pattern
adapted iteratively

[earning confieuration

http://slideplayer.com
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Supervised vs Unsupervised

Supervised Unsupervised
Learning Learning
Training pattern . Example of
— rovided — input pattern
P ' provided.
. No target
Target provided. orovided.
Minimize error Minimize
— through weight — auxiliary cost
adaptation. function
Training stop Training stop
— once the error is - once the cost
minimized. function is min.
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Lecarning Mode

ANN Classifications

Feedforward

Feedback

Least Mean Square

2 Backpropagation . Recurrent
E ﬁgé?ﬁ?ﬁgemm Backpropagation
E— Fuzzy ARTMAP

GRNN
o » Adaptive Resonance
2 Self-Organizing Maps Theory
E Competitive Learning * Fuzzy ART
E Counter Propagation  Boltzmann Learning
—  Hopfield Network

- BAM

Y)Y (=) Expert System by
@ 0 \D e N.M.A Ghani

BY NC ND

Communitising Technology



ANN Performance
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Basis of ANN computing idea

* Neuron computes the input signals and compares the
result with a threshold value, 0.

* If the input is less than 6, then the neuron output is -1,
otherwise +1.

* Hence, the following activation function(sign function) is
used,

n

n
_ (+1ifX =06 | B
X= ) x;w; Y—{_l ifX<9} - Y—szgn[—lewl 9]

i=1 i=1

Where X is the net weighted input to neuron, X;is the linput
value, w; is the weight of input I . n is the number of neuron
input and Y is the neuron output.
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Other types of activation function

Sign v Sigmoid
function function \(
> 42 »
0 X . 0 X
YSing _ {+1, IfX > 0} 1
-1 —-1,if X <0 -1 ysigmoid _
1+e X
Step \( Linear Y.
function function
+1 +1
0 X 0 X
-1 ystep — {+1 Jif X 2 0} -1 y linear _y
0,if X<0
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