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ANN Models

• Feed-forward networks

• Radial basis function networks

• Recurrent networks

• Echo state networks

• Hopfield networks

• Competitive model

• Self-organizing maps

• ART model

• Boltzmann machine

• Committee of machines

• Etc….
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Feed-forward Network

http://en.wikibooks.org/wiki/Artificial_Neural_Networks/Feed-Forward_Networks
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Radial Basis Function Networks

• 3 layers

• Hidden layer : Radial basis activation 
function (RBF)

• Output layer of linear summation unit(s). 

• Only the tap weights between the hidden 
layer and the output layer are modified 
during training.

http://bio.felk.cvut.cz/biocmsms/index.php?page=neural-networks
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Recurrent Networks

http://en.wikibooks.org/wiki/Artificial_Neural_Networks/Recurrent_Networks
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Echo State Networks

http://www.scholarpedia.org/article/Echo_state_network
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Hopfield Networks
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Competitive Networks

http://en.wikibooks.org/wiki/Artificial_Neural_Networks/Competitive_Models
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ANN LEARNING

4.4
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ANN Learning

Application of ANN involves two 
phases:

• Learning

• Recall

-ANN is trained 
until the tasks has 
learned.

-Supervised

-Unsupervised

Learning

For task solving

Recall
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ANN paradigm

ANN Learning 
algorithm

• Backpropagation.

• Competitive 
Learning

• ART

• Hopfield

• Kohonen

Model

• Feedforward

• Feedback

Learning mode

• Supervised

• Unsupervised
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Supervised Learning

Matching the I/O pattern

http://slideplayer.com
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Supervised vs Unsupervised

Supervised 
Learning

Training pattern 
provided.

Target provided.

Minimize error 
through weight 

adaptation.

Training stop 
once the error is 

minimized.

Unsupervised 
Learning

Example of 
input pattern 

provided.

No target 
provided.

Minimize 
auxiliary cost 

function

Training stop 
once the cost 

function is min.
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ANN Classifications
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ANN Performance

http://slideplayer.com
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Basis of ANN computing idea

• Neuron computes the input signals and compares the 
result with a threshold value, θ. 

• If the input is less than θ, then the neuron output is -1, 
otherwise +1.

• Hence, the following activation function(sign function) is 
used,

Where X is the net weighted input to neuron, xi is the i input 
value, wi is the weight of input i . n is the number of neuron 
input and Y is the neuron output. 
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Other types of activation function
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