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QUESTION 1 

 

Given the system of linear equations 

 

 

1 2 3

1 2 3

1 2 3

34 12 15 82

12 16 17 69

15 17 22 92.

x x x

x x x

x x x

  

  

  
 

 

(i) Transform the above system of linear equations in matrix form, .AX b   

 (1 Mark) 

 

(ii) Solve the system of linear equations by using Cholesky factorization. 

(17 Marks) 

          [18 Marks, CO2/PO2]
 

 

 

QUESTION 2 

 

Solve the system of two nonlinear equations 
 

 

2

22

2 0

3 9 0

y x

x y

  

   
 

 

using Newton-Raphson method with ONE iteration and an initial guess of 0 1.6x  and 

0 7.y   
                                                                                                         

[12 Marks, CO2/PO2]
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QUESTION 3 

 

A simple pendulum consists of a mass that swings in a vertical plane at the end of a 

massless rod of length L, as shown in Figure 1.  
 

 

Figure 1 

Suppose that a simple pendulum is displaced through an angle, 0  and released from rest. 

It can be shown that in the absence of friction, the time for the pendulum to make one 

complete back and forth swing, called the period is given by 

 

  
0

0 0

8 1

cos cos

L
T d

g




 




              (1) 

 

where  t   is the angle the pendulum makes with the vertical at time, .t  The integral 

(1) is difficult to evaluate. By a substitution outlined below 
 

  

 2 2 0 0
0cos 1 2sin , cos 1 2sin and  sin ,

2 2 2
k

             
   

  

and the change of variable 
 

  
   

0

sin sin
2 2

sin ,

sin
2

k

 




 
 
 
 

 

the period, T  that expressed by equation (1) can be written as 

 

  
2

2 2
0

1
4 .

1 sin

L
T d

g k






 
 
  
             (2) 

 

The integral (2) is called a complete elliptic integral of the first kind. Estimate the period 

of the simple pendulum given in (2) by using Simpson’s rule if 1.5 ft,L   232 ft / s ,g   

0.3827k   and the number of strips, 9.n    (Hint: Use radian mode in your calculator) 

   [12 Marks, CO2/PO2] 

L 
0   
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QUESTION 4 

 

The mixture problem of brine solution which describe the amount of salt, ( ),Q t in the 

tank after t  minutes is given by the following first linear order differential equations 

 

   
2 9

1 cos( )
200 5

dQ
Q t

dt t

 
   

 
. 

 

The tank initially contains 5 litres of salt. Find the amount of salt in the tank for 

0 300t  using  

 

 

(i) second order Runge-Kutta of Heun method with a step size of 150 minutes. 

(9 Marks) 

 

 

(ii) fourth order Runge-Kutta method with a step size of 300 minutes.  Then, calculate 

its true percent relative error if the analytical solution of this rate of change can be 

determined using linear method as 

 

2 2

9 1 2cos( ) 2sin( ) 4600720
( ) (200 ) sin( )

5 3 200 (200 ) (200 )

t t
Q t t t

t t t

 
      

   
. 

 

(Hint: Use radian mode in your calculator) 

(8 Marks) 
 
[17 Marks, CO2/PO2]
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QUESTION 5 

 

The reactivity behaviour of porous catalyst particles subject to both internal mass 

concentration gradients is expressed as 

 

2
2

2
2

d y dy
x y e

dx dx

   with  0.5 0.3y   and  1.0 1.0y 
 

 

where 

  
 

 

1

1 1

y

y

 







 
 

  

:  dimensionless concentration

:  dimensionless radial coordinate (spherical geometry)

:  Thiele modulus (first-order reaction rate)

:  Arrhenius number

:  Prater number

y

x





   

 

Find the solutions of the above equation by using Shooting method where 30,   

0.4   and 0.3.   Use a step size, 0.25h   with the first guess  0.5 2.0z   and 

second guess  0.5 2.0.z    
 

       
[18 Marks, CO2/PO2]
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QUESTION 6  

 

Consider a simply supported beam with a modulus of elasticity, ,E  moment of inertia, ,I  

a uniform load, ,w  length, ,L  and end tension, T  as illustrated in Figure 2. 

 

Figure 2 
 

If ( )y x  denotes the deflection at each point x  in the beam, and for the situation where 

the deflection is small, then the equation of deflection of the beam can be approximated 

by the linear second order ordinary differential equations as 
 

  
1 1 ( )

2

Twx L x
y y

T EI EI


 

 
 

with boundary conditions, (0) ( ) 0.y y L   Suppose the beam is a W12 12  structural 

steel I-beamwith 6 2 4100 in, 29 10 lb/in , 121 in , 10,000 lbL E I T      and the beam 

is carrying a uniform load of 10,000 lb.w   

 

 

(i) Perform discretization process for the above linear second order differential 

equations by dividing the length of the beam into five equal subintervals.   
 

(3 Marks) 
 

(ii) Using your discretization output, write iy  at each interior nodes, ix . Hence, 

transform your system of linear equations into tridiagonal matrices.  

(7 Marks) 

 

(iii) Find the approximate solution of the interior deflection as given by tridiagonal 

matrices in part (ii) using Thomas algorithm method. 

               (13 Marks) 

 [23 Marks, CO2/PO2]
 

END OF QUESTION PAPER 
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APPENDIX 

Errors 

True Error 

true value - approximation valuetE   

True percent relative error  

true value approximation value
100

true value
t


   

 

Approximate percent relative error 

present approximation previous approximation 
100

present approximation
a


   

Stopping criterion 

Terminate computation when a s   

Roots of Equations 

Bisection method 

2

)( ul
r

xx
x


  

 

False-position method 

( )( )

( ) ( )

u l u
r u

l u

f x x x
x x

f x f x


 


 

Secant method 

)()(

))((

1

1
1

ii

iii
ii

xfxf

xxxf
xx









  

Newton-Raphson method 

1

( )

( )

i
i i

i

f x
x x

f x
  


 

 

Linear Algebraic Equations and Matrices 

System of linear algebraic equations 

[ ]{ } { }. Decomposition [ ] [ ][ ] with [ ] and [ ] can be obtained as follows:A X B A L U L U   

 

Using Doolittle decomposition     

 

11 12 13

21 22 23

31 32 33

1 0 0

[ ] 1 0 ; [ ] 0

1 0 0

u u u

L l U u u

l l u

   
   

 
   
      

                                   

 

Using Cholesky method 

 

11 12 13

22 23

33

[ ] [ ] [ ] ;     [ ] 0 ,

0 0

T

u u u

A U U U u u

u

 
 

 
 
  

 

 

 

 

 

 

nij
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uua

u

uau
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i

k

kjkiij
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i

k

kiiiii
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1

1

1

1
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Using Crout’s method 

 

 

 

 

 

 

 

Jacobi method 

( 1) ( )

1

1
, 1,2,..., .

i j

j n
k k

i ij

jii
j i

x b a x i n
a







  
    
  

    



 

Gauss seidel method 

1
( 1) ( 1) ( )

1 1

where

1,2,

1,2, ,

i n
ij ijk k ki

i j j

j j iii ii ii

a ab
x x x

a a a

k

i n


 

  

  





 

 

Power method 

,....2,1,0

1 )(

1

)1(








k

Av
m

v k

k

k

 

 

 

 

 

 

 

 

 

 

 

 

Nonlinear system: Newton-Raphson method 

 

 

 

 

 

 

 

 

Curve Fitting 

Newton interpolation polynomial 

 

0 0 1 0

0 1 2 0 1

0 1 0 1 1

( ) ( ) [ , ]( )

[ , , ]( )( )

[ , , , ]( )( ) ( )

n

n n n

f x f x f x x x x

f x x x x x x x

f x x x x x x x x x 

  

  

    

 

where 

1 1 1 2 0
0 1

0

[ , , , ] [ , , , ]
[ , , , ] n n n n

n n

n

f x x x f x x x
f x x x

x x

  







 
 

Lagrange interpolation polynomial 

 

       
0 0

 where 

order of interpolation

nn
j

n i i i

i j i j
j i

x x
f x L x f x L x

x x

n

 



 





 

 

 

 

 

 

11 12 13 14 11 12 13 14

21 22 23 24 21 22 23 24

31 32 33 34 31 32 33 34

41 42 43 44 41 42 43 44

0 0 0 1

0 0 0 1

0 0 0 1

0 0 0 1

a a a a l u u u

a a a a l l u u

a a a a l l l u

a a a a l l l l

     
     
     
     
     

    

J

x

f
f

x

f
f

xx

i

i

i

i

ii
2

,1

,2

2

,2

,1

,11,1












J

x

f
f

x

f
f

xx

i

i

i

i

ii
1

,2

,1

1

,1

,2

,21,2
















































2

,2

1

,2

2

,1

1

,1

][

x

f

x

f

x

f

x

f

J
ii

ii



CONFIDENTIAL                                                                          BAA/BAE/BEC/BEE/BEP/BMA/BMB/ 

                       BMF/BMI/BMM/1516I/BUM2313                                                                                             

 9 

Inverse Newton interpolation polynomial 

 

 

 

 

 

 

Inverse Lagrange interpolation polynomial 

 

 

 

 

 

 

Linear Splines 

1
1

1

( ) ( ) ( )        i i
i i i i i

i i

f f
s x f x x x x x x

x x







    


 

Quadratic Splines 
2

1

2

1 1

1

1

( ) ( ) ( )       

For 1,2,..., 1,  find

;

2 ;

Also given,

0

i i i i i i i i

i i i i i i i i i

i i i i

i i

s x a b x x c x x x x x

i n

h x x f b h c h f

b c h b

c

a f



 



      

 

    

 





 

Numerical Integration 

Trapezoidal rule 
1

0

1

( ) 2 ( ) ( )
2

n

i n

i

h
I f x f x f x





 
   

 
  

where 

0nx x
h

n


  

Simpson’s 1/3
rd

 rule 
1 2

0

1,3,5 2,4,6

( ) 4 ( ) 2 ( ) ( )
3

n n

i j n

i j

h
I f x f x f x f x

 

 

 
    

 
   

where 

0  and  must even segmentnx x
h n

n




 
 

Simpson’s 3/8 rule 

 0 1 2 3

3
( ) 3 ( ) 3 ( ) ( )

8

h
I f x f x f x f x    , where 3 0

3

x x
h


  

Ordinary Differential Equations (IVP) 

Euler’s method 

 

1

1

( , )i i i i

i i

y y hf x y

x x h





 

   

 

 

 
 0 0

( ) ( )   where  ( )

order of interpolation
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j

n i i i

i j i j
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f f
P f L f x L f

f f
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        0 1 0 2 0 1 3 0 1 2

0 1 1
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n
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2
nd

 order Runge-Kutta: Heun method 

 

 

 

 

 

 

 

 

 

2
nd

 order Runge-Kutta: Midpoint method 

 

 

 

 

 

2
nd

 order Runge-Kutta: Ralston’s method 

 

                                                     

 

 

 

1
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Fourth order Runge-Kutta method 
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Ordinary Differential Equations (BVP) 

Shooting method 

Extrapolate estimate for initial slope 

2 1
(0) 1 ( 1)

2 1

G G
z G D R

R R


  


 

where 

G1 = First guess at initial slope 

G2 = Second guess at initial slope 

R1 = Final result at endpoint (using G1) 

R2 = Second result at endpoint (using G2) 

  D = the desired value at the endpoint 

 

Finite Difference method 

 

 

 

                            

 

 

 2 2

1 11 2 1
2 2

i i i i i i i

x x
p y x q y p y x r 

    
         

     
 

Thomas Algorithm 
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